Chapter 1

Mixture Model Clustering with Covariates
Using Adjusted Three-step Approaches

Dereje W. Gudicha and Jeroen K. Vermunt

Abstract When using mixture models, researchers may investigate the associations
between cluster membership and covariates by introducing these variables in a (lo-
gistic) regression model for the prior class membership probabilities. However, a
very popular alternative among applied researchers is a three-step approach in which
after estimating the mixture model (step 1) and assigning subjects to clusters (step
2), the cluster assignments are regressed on covariates (step 3). For mixture models
for categorical responses, Bolck et al. (2004) and Vermunt (2010) showed this ap-
proach may severely downward bias covariate effects, and moreover showed how to
adjust for this bias. This paper generalizes their corrections methods to be applica-
ble also with mixture models for continuous responses, where the main complicating
factor is that a complex multidimensional integral needs to be solved to obtain the
classification errors needed for the corrections. We propose approximating this in-
tegral by a summation over the empirical distribution of the response variables. The
simulation study showed that the approaches work well, except for the combination
of very badly separated components and a small sample size.

1.1 Introduction

Most applied researchers using mixture models not only aim at finding a meaning-
ful set of clusters, but also wish to investigate which factors are associated with
the cluster membership of subjects. This profiling of clusters (or latent classes) as
a function of external variables (covariates) can either be achieved using a one-step
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approach or a three-step approach (Bolck et al., 2004). In the one-step approach,
the mixture model is expanded by including the relevant covariates in a regression
model for the prior class membership probabilities (Bandeen-Roche et al., 1997;
Dayton and Macready, 1988). The parameters defining the mixture components —
the cluster specific means and (co)variances — and the covariate effects on the cluster
membership are estimated simultaneously. Alternatively, in the much more popular
three-step approach, the analysis is done in a stepwise manner. First, a standard mix-
ture model clustering is performed without covariates; second, the class membership
is predicted, typically using the Bayes modal rule; third, the association between ex-
ternal variables and the predicted class membership is assessed, for example, via a
logistic regression analysis. Bolck et al. (2004) and Vermunt (2010) showed for la-
tent class models with categorical responses that this three-step approach may yield
severely downward biased estimates for the covariate effects. These authors also
showed how to adjust for this bias in step three by using information on the clas-
sification errors introduced in step two. Bolck et al. proposed a weighted analysis
with the inverse of the classification errors as weights whereas Vermunt proposed a
maximum likelihood method that takes the classification errors into account.

While the use of mixture models with continuous response variables is very com-
mon, it is not immediately clear how the adjusted three-step methods should be im-
plemented when the response variables used in the mixture model are not categorical
but continuous. The aim of the current paper is to come up with such a generaliza-
tion. The main complicating factor is that the computation of the classification error
matrix needed in step three requires solving a complex multidimensional integral.
We propose using Monte Carlo integration for this purpose, which if the model holds
can be replaced by a summation over the observed data points. The performance of
this approach is investigated in a simulation study.

The remainder of this paper is organized as follows. First, the mixture model of
normal distributions is introduced and the estimation of the class memberships and
the quantification of the classification errors is discussed. Subsequently, the relevant
one- and three-step approaches for investigating the association between external
variables and class membership are presented. These approaches are evaluated in a
simulation study. The paper ends with conclusions and practical recommendations.

1.2 Mixture Modeling and Classification

1.2.1 Mixture Models

The first step of the three-step approach involves estimating the parameters of a
mixture model without covariates (i.e., the class proportions and the cluster spe-
cific means and (co)variances). Suppose that we have information on p response
variables and that the interest lies in clustering of n observations into k exhaus-
tive and mutually exclusive homogeneous subgroups (latent classes). Let T be an
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unobservable random variable containing the labels of the k subpopulations with
realizations r = 1,2,3,...,k and let y;1,ys2,...,yip be the p-dimensional continuous
random variable of interest with joint probability density function f(y;,0) on R”
fori=1,2,3,...n, where 0 represents the vector of unknown parameters. The joint
density of y; can be defined as:

k
f(yhe)zzﬂtf(yi;et)a (11)
t=1

where 1, = P(T =t), with Zf:] 7, = 1 and m, > 0V¢, and where 6, denote the vector
of unknown parameters for cluster 7. Each of the component density functions are
assumed to come from a multivariate normal distribution parameterized by mean
vector 4, and variance covariance matrix X;; that is, 6; = (tt;, X;). The unknown pa-
rameters are typically estimated using maximum likelihood, using an algorithm for
finding the maximum of the likelihood such as the Expectation-Maximization algo-
rithm (McLachlan and Peel, 2000). Various software packages implementing mix-
ture of normals are currently available (e.g., Latent GOLD; Vermunt and Magidson
2005).

1.2.2 Classification Rules and Classification Errors

Once the cluster-specific parameters of the mixture distribution are estimated, the
second step in the three-step approach involve allocating each subject to one of the
k classes. We will denote the predicted class membership by W, with realization
s =1,2,3,...,k. The prediction for observation i is based on the cluster membership
probabilities which can be obtained using Bayes’ theorem:

t i79t
P(T =l 0) = L0

Let wi; = P(W = s|y;, 0) be the likelihood of being assigned to class s given the
assignment rule that is used. The most common rule is modal assignment, in which
case wj, 1S a hard indicator; that is,

(1.2)

e — { Lif P(T =s|y;,0) > P(T =t|y;,0)Vs #1 (13)
771 0 otherwise ‘
An alternative rule is proportional assignment, in which case w;; = P(T = sly;, 0)

(Vermunt, 2010).

Except for the situation in which P(T = t|y;,0) is either 0 or 1 for all i, there
will be misclassifications. As discussed in more detail below, the total amount of
classification errors can be quantified as the probability that a respondent belonging
to cluster ¢ is assigned to cluster s, which can be expressed as follows:
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PW =s,T =1)

POV =s|T = 1) = =5

(1.4)

The numerator of equation (1.4) is the joint marginal probability of W and T, which
can be expressed in terms of the mixture model density. This yields:

PW=s|T =1) = / FW =5 Y;(ZTW’g)ﬂy’ 6)dy
_ /P(T =1ly, 0)P(W = sly, 0)f(y, 0)dy (15)
P(T =1) ' ’

The last step follows from the fact that W is independent of T conditional on y.

A complication factor in the computation of P(W = s|T =t) is that the expression
in equation (1.5) contain an intractable higher-dimensional integral. We propose
solving this integral using Monte Carlo integration, which implies sampling say m
units from f(y, 0) and computing the average of this sample. It should, however, be
noted that if the mixture model holds, the sample used to solve integral can also be
the n data points in the sample used to estimate the mixture model. This implies that
P(W = s|T =1t) is approximated as follows:

(1.6)

I G P(T =1y, 0)P(W =5]y;,0)
PW=sT=t)~=-) P =1) .

i=1

1.3 Relationship Between Class Membership and Covariates

1.3.1 One-step Full Information ML Approach

Let z; denote the vector with covariate values for subject i. In the one-step approach,
inclusion of covariates involves expanding the standard mixture model defined in
equation (1.1) as follows (Bandeen-Roche et al., 1997; Dayton and Macready,
1988):

>~

f (i, 0lz) = Z T =t|z)f(3i,6). (1.7)

As can be seen, the prior class membership probabilities are now a function of co-
variates. These probabilities are typically modelled using a logistic regression equa-
tion; that is,

eXp(YOt + Z§=1 thZiq)

Zﬁ;:l exp(YOm + Z(?:l quZiq) .

The parameters of the mixture distribution and the covariate effects on the latent
cluster membership can be estimated simultaneously using maximum likelihood
estimation.

P(T = t|Zi) =




1 Adjusted Three-step Approaches 5

1.3.2 Standard Three-step Approach

An alternative is to use a three-step procedure. After estimating a standard mixture
model and assigning individuals to classes, the relationship between the predicted
class (W) and external variables is investigated using a standard multinomial logistic
regression model:

exXp (’}/Os + 23:1 quziq)

P(W =5s|z;) = . (1.8)
ZI;1=1 exp(YOm + 23:1 quziq)
The 7y parameters are estimated by maximizing the log-likelihood function:
n k
10gLyep3 = Y Y wislog P(W = s]zy), (1.9)

i=1s=1

where in the case of modal assignment w;, is the hard indicator defined in equation
(1.3).

1.3.3 Two Adjusted Three-step Approaches

The standard three-step approach defines a model for the relationship between ex-
ternal variables and the predicted cluster membership W instead of the true cluster
membership 7', which results in downward biased estimates for the covariate effects.
However, Bolck et al. (2004) and Vermunt (2010) showed how to adjust for this bias
by making use of the known relationship between P(W = s|z;) and P(T =t|z).

More precisely, the adjustment methods described below are based on the fol-
lowing simple relationship:

™=

P(W =s|z) = Y P(T = t|z)P(W = s|T =1), (1.10)

t=1

where P(W = s|T = t) was defined in equations (1.4)-(1.6). It can be seen that
P(W = sl|z) is a weighted sum of P(T = t|z;) where the P(W = s|T =t) serve as
weights.

The logic of the correction method proposed by Bolck, Croon, and Hagenaars
(2004) — which we refer to as the BCH approach —is that if (1.10) holds, P(T =t|z;)
can also be expressed as a weighted average of P(W = s|z;); that is,

k
P(T =t|z) =Y P(W = s|zi)dy, (1.11)
s=1
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where dy; is an element of the inverse of the k-by-k matrix with elements P(W =
s|T =1). Bolck et al.(2004) proposed re-weighting the data on W (the class assign-
ment weights w;s) by dy; to obtain approximate data on 7. As shown by Vermunt
(2010), the BCH approach can be implemented by creating an expanded data ma-
trix containing k records per individual. The weight associated with the 7th record
equals w}, = Zle wisds. A logistic regression model for T can now be estimated by
maximizing the following weighted log-likelihood function:

n k
logLgcr = Y, Y wilogP(T =1lz). (1.12)

i=1r=1

Vermunt (2010) proposed using a sandwich variance estimator to take into account
the weighting and the multiple observations per individual.

Vermunt (2010) proposed another simpler adjusted three-step method. It is based
on the observation that equation (1.10) is in fact the equation of a latent class model
with a single response variable W and with covariates. Since P(W = s|T =1t) is
estimated step two, it can be treated as known in step three. Because this three-step
approach involves maximizing a standard log-likelihood function in step three, we
refer to it as the ML approach. More specifically, the parameters for the effects of
the covariates on cluster membership can be estimated by maximizing the following
log-likelihood function:

n k k
logLyy = Z wislogZP(T:t|z,~)P(W=s|T:t) (1.13)
1 t=1

i=1s=

1.4 Simulation Study

1.4.1 Simulation Design

A simulation study was conducted to evaluate the performance of the various ap-
proaches for dealing with covariates in mixture models for continuous responses;
i.e., the one-step ML, standard three-step, three-step BCH, and three-step ML
method. Data sets were generated from a three-class mixture model for six con-
tinuous response variables and three covariates. The six responses were assumed to
come from univariate normal distributions within classes. The residual variance was
assumed to be equal across clusters and was used to manipulate the level of sepa-
ration between clusters. The two independent factors that were manipulated were
the separation between components, quantified using an entropy based R> measure,
with low (R?=.43), middle (R?=.66) and high (R?=.86) separation, and sample size
(n=500; n=1000; n=10000). We looked at the averages of the covariate effects across
replications, their standard deviations across replications, the averages of the stan-
dard errors of the estimates, and the mean square errors of the estimates. The Latent
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Table 1.1 Results averaged over the nine combinations of sample size and separation between
components for a y parameter with a true value of 2

Model Estimate| SE| SD|MSE
Standard 1.013(0.079(0.096|0.852
ML correction 1.96210.210{0.223]0.231
One step 2.043(0.187(0.194|0.200
BCH 1.982(0.551]0.390(0.393

GOLD program (Vermunt and Magidson, 2005) was used in all stages of the simu-
lation study such as generating data, estimating parameters in the various modeling
approaches, getting classifications, and preparing expanded data sets. For this pur-
pose, the program was called in a loop from a batch file.

1.4.2 Results

Table 1.1 presents the results averaged over all nine conditions for one of the co-
variate effect having a true value of 2. It can be seen that the standard three-step
approach severely underestimates the parameter of interest, whereas both the ML
and BCH correction method reduce the bias considerably. The correction methods
drop the percentage of bias from 50% in the standard three-step approach to less
than 2 %, which is similar to the bias of the one-step approach. The mean square
error (MSE) of the estimates indicates that the ML correction method is almost as
accurate as the one step method, whereas the BCH method is much less stable.

The performances of the various methods across the different simulation con-
ditions were also investigated. The results reveal that except for the small sample
size (n=500) and low separation (entropy=.43) combination, the BCH correction is
found to have less bias than the ML correction and the one-step method. Consistent
with the results of Table 1, the ML correction method is almost as efficient as the
one-step method especially for the better separation and larger sample size condi-
tions. In sum, the BCH method substantially reduces bias but is less efficient than
the one-step and the ML correction method, while the ML correction provides esti-
mates of a quality similar to the one-step approach for the more favorable conditions
(larger sample sizes and higher separation levels).

1.5 Conclusions

This paper showed how to generalize the correction method for three-step latent
class analysis with categorical response variables proposed by Bolck et al. (2004)
and Vermunt (2010) to be applicable also in mixture models with continuous re-
sponse variables. In agreement with theory on Monte Carlo integration, it was pro-
posed to approximate the integral over the population density for the response vari-
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ables by a summation over the observations in the data set at hand. What is clearly
understood from the simulation results is that both the BCH and ML correction
method performs quite well, except when the separation between components is
extremely low and the sample size is small. This is in agreement with simulation
results by Vermunt (2010) for mixture models with categorical responses. The prac-
tical advise to applied research is that one should not to use an uncorrected three-step
method, but instead use one of the adjusted method. Only with extremely low sepa-
ration levels combined with small samples, the one-step approach is clearly the best
choice.

One issue requires further research, that is, finding an explanation for the instabil-
ity of the BCH method and its overestimation of the SEs when used under the least
favorable conditions. Further extensions of the correction methods would include
situations where other categorical or continuous latent variables are used to explain
the class membership, or more in general to any situation in which results from a
mixture model clustering are used in subsequent analyses. These kinds of extension
seems to be more straightforward with the ML method than with the BCH method.
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