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MICRO-MACRO MULTILEVEL ANALYSIS FOR DISCRETE DATA:

A LATENT VARIABLE APPROACH AND AN APPLICATION ON

PERSONAL NETWORK DATA

A multilevel regression model is proposed in which discrete individual-level

variables are used as predictors of discrete group-level outcomes. It general-

izes the model proposed by Croon and van Veldhoven (2007) for analyzing

micro-macro relations with continuous variables by making use of a specific

type of latent class model. A first simulation study shows that this approach

performs better than more traditional aggregation and disaggreagtion pro-

cedures. A second simulation study shows that the proposed latent variable

approach still works well in a more complex model, but that a larger num-

ber of level-2 units is needed to retain sufficient power. The more complex

model is illustrated with an empirical example in which data from a per-

sonal network are used to analyze the interaction effect of being religious

and surrounding yourself with (un)married people on the probability of be-

ing married.

keywords: generalized linear modeling, multilevel analysis, level-2 outcome,

latent class analysis, latent variable, micro-macro analysis, personal network,

marriage, religion
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MICRO-MACRO MULTILEVEL ANALYSIS FOR DISCRETE DATA:

A LATENT VARIABLE APPROACH AND AN APPLICATION ON

PERSONAL NETWORK DATA

In many research situations in the social and behavioral sciences, data are

collected within hierarchically ordered systems. For example, data may be

collected on individuals nested within groups. Repeated measures carried out

on the same individuals can also be treated as nested observations within

these individuals. Data collected in a personal or egocentric network are

hierarchical as well since data are collected on individuals (egos), and on

persons from the network of these individuals (alters) or on ties (ego-alter

relations). This data collection procedure is an example of a multilevel design

in which the observations on the alters or ties are nested within the egos (Hox

and Roberts 2011; Snijders, Spreen, and Zwaagstra 1995). In the current

article, data are considered hierarchical when both the level-2 units and the

level-1 units are a (random) sample of the population of possible level-2 and

level-1 units.

In these two-level settings, two basically different situations can be dis-

tinguished. In a first situation, independent variables defined at the higher-

level are assumed to affect dependent variables defined at the lower-level.
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For example, whether firms have a salary bonus system or not may affect

the individual productivity of the employees working in these firms (Snijders

and Bosker 1999). Snijders and Bosker (1999) refer to these relationships

as macro-micro relations, but they are also referred to as 2-1 relations since

a level-2 explanatory variable affects a level-1 outcome variable. In the last

few decades many efforts have been made to develop multilevel models for

this kind of hierarchical ordering of variables, and although the bulk of this

work has emphasized multilevel linear regression models for continuous vari-

ables, multilevel regression models for discrete response variables have also

been proposed (Goldstein 2003; Snijders and Bosker 1999). Standard multi-

level software as implemented in, for instance, SPSS, MLwiN (Rasbash et al.

2005), and Mplus (Muthén and Muthén 2010) is available to estimate these

multilevel models.

In a second situation, referred to as a micro-macro situation by Snijders

and Bosker (1999), independent variables defined at the lower-level are as-

sumed to affect dependent variables defined at the higher-level. These re-

lations, which can also be referred to as 1-2 relations, have received less

attention in the statistical literature than the models for analyzing 2-1 rela-

tions. This is rather odd since this type of relation occurs rather frequently
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in the social and behavioral sciences. As a first example to illustrate the

need for appropriate micro-macro methods, consider organizational research

that tries to link team performance or team effectiveness to some attributes

or characteristics of the individual team members (DeShon et al. 2004; van

Veldhoven 2005; Waller et al. 2001). Also in educational psychology these

micro-macro relations may be of interest, e.g., when the global school effec-

tiveness is studied in relation to the attributes of the individual students and

teachers (Rutter and Maughan 2002).

Two traditional approaches for analyzing micro-macro relationships are

commonly in use: either, the individual-level predictors are aggregated to

the group level, or the group-level outcome variables are disaggregated to the

individual level, and the analysis is concluded with a single-level regression

analysis at the appropriate level. More recently, Croon and van Veldhoven

(2007) presented an alternative latent variable approach for analyzing micro-

macro relations with continuous outcomes. This approach has only been

fully worked out yet for the case of linear relationships among continuous

explanatory and outcome variables. The present article discusses how to

extend this latent variable approach to the analysis of discrete data.

In the remaining of this article, the aggregation, disaggregation and latent
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variable approaches to deal with a micro-macro hypothesis are described,

applied to discrete data and evaluated and compared in a simulation study.

Subsequently, a discrete group-level predictor is added to the micro-macro

model and this extended model is evaluated in a second simulation study

and illustrated with an empirical example on personal network data.

ANALYZING MICRO-MACRO RELATIONS

Aggregation and Disaggregation

For the analysis of micro-macro relations, two traditional approaches are

currently being applied: either the individual-level predictors are aggregated

to the group level or the group-level outcome variables are disaggregated to

the individual level, and the final analysis is concluded with a single-level

regression analysis at the appropriate level.

The first approach to deal with micro-macro relations is to aggregate the

individual-level predictors to the group level by assigning a mode, median

or mean score to every group based on the scores of the individuals within

the group. It is then assumed that the assigned scores perfectly reflect the

construct at the group level. This assumption is not realistic in practice

since the group-level construct does not represent the heterogeneity within
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groups, and, moreover, may be affected by measurement error and sampling

fluctuation (Lüdtke et al. 2011). Also the number of observations on which

the final regression analysis is carried out decreases since the groups are

treated as the units of analysis. Consequently, the power of the statistical

tests involved may sharply decrease (Krull and MacKinnon 1999). Moreover,

aggregation has the additional disadvantage that the information about the

individual-level variation within the groups is completely lost.

When disaggregating the outcome variable, on the other hand, each in-

dividual in a group is assigned his group-level score, which in the further

analysis is treated as if it was an independently observed individual score.

Since the scores of all individuals within a particular group are the same, the

assumption of independent errors among individuals (Keith 2005), as made

in regression analysis, is clearly not valid. This violation leads to inefficient

estimates, biased standard errors, and overly liberal inferences for the model

parameters (Krull and MacKinnon 1999; MacKinnon 2008). Moreover, by

analyzing the data at the individual level in this way, the total sample size is

not corrected for the dependency among the individual observations within

a group, which causes the power of the analysis to be artificially high.
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Latent Variable Approach

Recently, Croon and van Veldhoven (2007) presented an alternative approach

for analyzing micro-macro relations with continuous outcomes which over-

comes many of the problems associated with aggregation or disaggregation.

The general idea of the latent variable approach is illustrated by the model

shown graphically in Figure 1. This model covers the situation with a single

explanatory variable at the individual level (Zij) affecting a single outcome

variable at the group level (Yj). In the notation used here, the subscript j

refers to the groups, while the subscript i refers to individuals within a group.

Figure 1 about here

To analyze the relationship between the individual-level independent vari-

able and the group-level outcome, the scores on Zij are treated as exchange-

able indicators for a latent group-level variable ζj. The exchangeability as-

sumption implies that the relation between the individual-level observation

and the group-level latent variable is assumed to be the same for all indi-

viduals within a group. In this way, all individuals are treated as equivalent

sources of information about the group-level variable, and none of them is

considered as providing more accurate judgments in this respect than his co-
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members. This assumption is warranted when all group members play similar

or identical roles in the group and is probably less vindicated when the group

members differ with respect to their functioning in the group. ζj is treated

as a predictor or explanatory variable for the group-level outcome variable

Yj. In this way, the individual-level observations on Zij are not assumed to

reflect the group-level construct ζj perfectly, but within group heterogeneity,

and sampling variability are allowed to exist. This model actually consists

of two parts: a measurement part which relates the individual-level scores

on Zij to the latent variable ζj at the group level, and a structural part in

which Yj is regressed on ζj.

The latent variable approach can be generalized to situations in which the

variables from the measurement or the structural part of the model are not

necessarily continuous. With respect to the measurement model, the four

different measurement models which are obtained by independently varying

the scale type of the observed variable Zij and the latent variable ζj, are

shown in Table 1.

Table 1 about here

The basic idea is that groups can be classified or located on either a

continuous or discrete latent scale at the group level, and that the group
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members are acting as ’imperfect’ informants or indicators of their group’s

position on this latent group-level scale. Furthermore, the information the

group members provide about the group’s position can also be considered as

being measured on either a continuous or a discrete scale.

When both the observed variable Zij and the latent variable ζj are as-

sumed to be continuous, as in Croon and van Veldhoven (2007), a linear

factor model links the individual-level scores to the group-level score. Alter-

natively, one might assume that a discrete latent variable at the group level

underlies a continuous observed variable at the individual level. In this situa-

tion the measurement part of the model is described by a latent profile model

(Bartholomew and Knott 1999). In situations in which the observed explana-

tory variables at the individual level are discrete, either a latent class model

(Hagenaars and McCutcheon 2002) or an item response model (Embretson

and Reise 2000) might be considered. A latent class model is appropriate

when the underlying latent variable at the group level is discrete as well,

whereas an item response model is appropriate when the underlying latent

variable is assumed to be continuous.

With respect to the structural part of the model, the regression of Yj

on ζj at the group level can be conceived in different ways depending on
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the measurement level of the outcome variable Yj. For a continuous out-

come variable, Croon and van Veldhoven (2007) defined a linear regression

model, but when the group-level outcome variable Yj is discrete, (multino-

mial) logit or probit regression models are more appropriate to regress Yj on

ζj, irrespective of the scale type of ζj. All these models fit within the general

framework of generalized latent variable models described by Skrondal and

Rabe-Hesketh (2004).

DISCRETE VARIABLES

The focus of the current paper will be on the application of the latent variable

approach to discrete data by combining a latent class model for the measure-

ment model with a (multinomial) logistic regression model at the group level.

Readers interested in specifying a continuous latent variable underlying dis-

crete observations are referred to Fox and Glas (2003) and Fox (2005). Our

discussion of the model for discrete variables first considers the case in which

all variables are dichotomous before sketching the more general case.

Consider again the model shown in Figure 1 but now assume that all

variables in the model are dichotomous with values 0 and 1. In this 1-2 model,

the relationship between a single dichotomous explanatory variable Zij at the
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individual level and a single dichotomous outcome variable Yj at the group

level is at issue. The type of models that are discussed in this article, and of

which the model shown in Figure 1 is a first, very basic example, can be seen

as a two-level extension of the path models for discrete variables as defined

in Goodman’s modified path approach (Goodman 1973) and extended to

include latent variables by Hagenaars (1990) in the modified Lisrel approach.

Moreover, the way in which these models allow for the decomposition of joint

probability distributions in terms of products of conditional distributions,

indicates their resemblance to the directed graph approach as described by,

among others, Pearl (2009) for variables measured at a single level.

We opt for a latent class model with the number of latent classes set equal

to the number of response categories of the observed individual-level variable,

implying that the scores on Zij are treated as indicators for a dichotomous

latent variable ζj at the group level (score 0 or 1).1 The number of latent

1It should be noted that the latent classes at the group-level underlying Zij can not only

be interpreted as a measurement model for the items, but also as a group-level discrete

random effect since the dependence in the responses is summarized in one random score

at the group-level. So, in fact, this is how the multilevel structure is taken into account.

The predictor Xj , and the outcome Yj are observed at the group-level only, which means

that these variables vary only between groups and not within groups.
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classes at the group level does not necessarily have to be fixed a priori, but

could also be data driven by comparing fit indices for models with varying

number of latent classes.2

For dichotomous variables, the model can be formulated more formally

in terms of two logit regression equations:

Logit[P (Zij = 1|ζj)] = log

[

P (Zij = 1|ζj)

P (Zij = 0|ζj)

]

= β1 + β2ζj , (1)

and

Logit[P (Yj = 1|ζj)] = log

[

P (Yj = 1|ζj)

P (Yj = 0|ζj)

]

= β3 + β4ζj , (2)

in which β1 and β3 are intercepts and β2 and β4 slopes. The parameters β2

and β4 are log odds ratios indicating the strength of the association between

the latent variable ζj and the observed variables Zij and Yj, respectively.

For the general case of K nominal response categories for Zij and M nom-

inal response categories for Yj, multi category logit models can be formulated

as described in Agresti (2007).

2The number of latent classes could, for example, be determined with the BIC using

the number of groups as sample size in the formula (Lukočienė, Varriale and Vermunt

2010)
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ESTIMATION METHODS FOR THE LATENT VARIABLE APPROACH

For continuous outcomes, Croon and van Veldhoven (2007) proposed a step-

wise estimation method in which the two parts of the model are estimated

separately by what they called an ‘adjusted regression analysis’. In this

approach the aggregated group means of the variables measured at the indi-

vidual level are adjusted in such a way that a regression analysis at the group

level using these adjusted group means produces consistent estimates of the

regression coefficients. Full information maximum likelihood (FIML) esti-

mates can be obtained by either the ‘persons as variables approach’ (Curran

2003; Metha and Neale 2005), or by fitting the model as a two-level struc-

tural equation model (Lüdtke et al. 2008) as made possible in software pack-

ages like Mplus (Muthén and Muthén 2010), LISREL (Jöreskog and Sörbom

2006), or EQS (Bentler 1995). These maximum likelihood methods estimate

the parameters from the two parts of the model simultaneously.

Applied to the 1-2 model with discrete data, let Zj be the vector contain-

ing the Ij individual-level responses for group j; that is Zj = {Z1j, Z2j , ..., ZIjj}

. The joint density of Zj, Yj and ζj equals
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P (Zj, Yj, ζj) = P (ζj)P (Yj|ζj)P (Zj|ζj) (3)

= P (ζj)P (Yj|ζj)
︸ ︷︷ ︸

between







Ij∏

i=1

P (Zij|ζj)







︸ ︷︷ ︸

within

It consists of a product of a between and a within component. In the be-

tween component only relations among variables defined at the group-level

are defined, whereas in the within component the individual-level scores are

related to the group-level variable. By taking the product of P (Zj, Yj, ζj)

over all groups, the complete data likelihood is obtained which is the like-

lihood function if ζj would have been observed. The log likelihood for the

observed data is then obtained by summing log(P (Zj, Yj, ζj)) over all groups.

Integrating out the latent variable ζj from the complete log likelihood by

summing over its possible values yields the log likelihood function for the

observed data Zij and Yj; that is,

logL =
J∑

j=1

log

[ L∑

l=1

[

P (ζj = l)P (Yj|ζj = l)

Ij∏

i=1

P (Zij|ζj = l)
]]

(4)

in which L represents the number of latent classes.

In practice, this incomplete data likelihood function can be constructed

in two equivalent ways: with the ‘two-level regression approach’ and with
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the ‘persons as variables approach’(Curran 2003; Metha and Neale 2005).

For the first approach, data need to be organized in a ‘long file’ while for

the second approach the data need to be organized in a ‘wide file’. More

details about these equivalent approaches and the construction of the likeli-

hood accordingly, can be found in Appendix A. The Latent GOLD software

(Vermunt and Magidson 2005) can be used to estimate the model in both

ways.

SIMULATION STUDY TO EVALUATE LATENT CLASS APPROACH

IN 1-2 MODEL

Aim of the simulation

This section reports the results of a Monte Carlo simulation study which

evaluated the (statistical) performance of the latent class approach for an-

alyzing micro-macro relations among dichotomous variables using the 1-2

model. A first aim of the simulation study is to investigate the bias of the

ML estimates of the relevant regression parameters describing the micro-

macro relationship. Additionally, the power and observed type-I error rate

of the test of the regression coefficients are determined.

Two different ways to test for the significance of individual parameters are
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compared. First, significance is tested by means of the Wald test. This test

is easy to implement and only requires the maximum likelihood estimation of

the unrestricted model (leaving the estimation of β free). However, evidence

exists that in small samples the likelihood ratio test may be preferred (Agresti

2007). The latter testing procedure requires estimating both the unrestricted

model and restricted model with β = 0.

Besides looking at the absolute performance of the latent class approach,

its relative performance is assessed by comparing it to three more traditional

approaches: mean aggregation, mode aggregation, and disaggregation. The

present simulation study investigates how, for all four approaches, the bias

in the parameter estimates, their type-I error rate and the power of the

associated tests are affected by (1) the strength of the micro-macro relation,

(2) the degree to which the individual-level scores reflect the (latent) group-

level score, and (3) the sample sizes at both the individual and group level.

Method

Data were generated according to the 1-2 model shown in Figure 1 and for-

mally described by Equations 1 and 2. In the population model, four factors

were systematically varied. First, the micro-macro relation was assumed to
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be either absent, (β4 = 0), moderate (β4 = 1), or strong (β4 = 2). Second,

the individual-level observed variable Zij was either a poor (β2 = 1), a good

(β2 = 3), or a perfect indicator (β2 = 200) of the construct at the group level.

In most applications the later assumption is unrealistic but it was included in

order to compare the other two situations with the perfect situation. Third,

the number of groups was set to either 40 or 200, and, fourth, the number of

individuals within a group was either 10 or 40. Finally, the intercept values

β1 and β3 were not varied independently, but were chosen so to guarantee

uniform marginal distributions for Zij and Yj, implying that these marginal

distributions were held constant across simulation conditions. Completely

crossing the four factors resulted in 3× 3× 2× 2 = 36 conditions. For each

condition, 100 data sets were generated with Latent GOLD (Vermunt and

Magidson 2005).

Each data set was analyzed in four different ways. First, they were ana-

lyzed according to the latent class approach and the estimate of the micro-

macro regression coefficient is represented by the term β4 from Equation 2.

Second, the same data were analyzed at the group level by aggregating

the individual-level predictor scores using the group means, Z̄.j , or, third,

using the group mode, denoted by Z̆.j . The logistic regression analyses at



Running head: MICRO-MACRO ANALYSIS FOR DISCRETE DATA 19

the group level are defined by

Logit[P (Yj = 1|Z̄.j ] = β5 + β6Z̄.j (5)

and

Logit[P (Yj = 1|Z̆.j] = β7 + β8Z̆.j . (6)

The estimate of the micro-macro regression coefficient is now represented by

β6 and β8, respectively.

Finally, in the fourth analysis the group-level outcome variable Yj is dis-

aggregated to the individual level by assigning the group score to every group

member as if the score was unique to the individual, so Yij = Yj for each

individual i in group j. The disaggregated variable Yij is then regressed on

Zij at the individual level and the corresponding logistic regression equation

becomes

Logit[P (Yij = 1|Zij)] = β9 + β10Zij . (7)

The estimate of the micro-macro regression coefficient is now represented by

β10.
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Power was determined with a Wald test by computing the percentage of

times that the hypothesis β = 0 was rejected when in fact there was a non-

zero effect present in the population (β = 1 and β = 2). The observed type-I

error rate was given by the proportion of significant results for the same hy-

pothesis when there was zero effect in the population (β = 0). The observed

type-I error rate and power of the likelihood ratio test were determined in a

similar way. In order to assess the main effects of each of the manipulated

factors, the results were collapsed over the three other factors.

Results

Bias of the parameter estimates

The mean and standard deviations of the estimates of the micro-macro rela-

tion are summarized in Table 2.

Table 2 about here

When the micro-macro relation was estimated with the latent class approach,

the micro-macro effect was estimated without severe bias in all conditions.

When Zij was aggregated to the group level using mean scores, the estimated

micro-macro effect was overestimated in all conditions where a micro-macro
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relation was present, except when the individual-level scores perfectly re-

flected the construct at the group level. When the mode instead of the mean

was used to aggregate the individual-level scores, the bias decreased. This

method also seems to work when the individual-level scores were good, and

not necessarily perfect, indicators of the construct at the group level. When

Yj was disaggregated to the individual level, the estimated micro-macro effect

is estimated with a downwards bias, except when the individual-level scores

perfectly reflected the construct at the group level. When the true micro-

macro relation was absent in the population, all four approaches estimated

the effect unbiasedly.

The information in Table 2 indicates that increasing the number of groups

from 40 to 200 reduces the bias of the estimates a little, and leads to much

smaller standard deviations of the estimates for all four approaches. Increas-

ing the number of group members from 10 to 40, improving the quality of

the individual-level scores to reflect the group-level construct, or increasing

the effect size of the micro-macro relation did not cause large changes in the

bias of the mean estimates, nor in the value of their standard deviations.
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Power and observed type-I error rates

The results with respect to power and type-I error rates were also collapsed

for each factor over the three remaining factors and are shown in Table 3.

Table 3 about here

The observed power to detect the micro-macro effect could be determined in

the 24 conditions in which an effect was present in the population. For the

latent class approach, mean aggregation, and mode aggregation, the observed

power was, larger than 0.70 when the true effect was large. A moderate

micro-macro effect could only be detected with power larger than .70 in

samples with 200 groups. When disaggregating, power is always above 0.70,

except when the individual-level scores are poor indicators of the group-level

construct.

The observed type-I error rates could be evaluated in the 12 conditions

with a zero micro-macro effect in the population. In these conditions the

observed type-I error rate was expected to lie between .02 and .09 with a

probability of 0.935.3 When the data were analyzed with the latent class ap-

proach, mean aggregation or mode aggregation, all the observed type-I error

3This probability is based on a binomial distribution with 100 trials and a success

probability equal to .05
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rates lay between these boundaries. When Yj is disaggregated to the indi-

vidual level, the observed type-I error rates were unacceptable high, ranging

from 0.18 to 0.60, indicating that this approach leads to an unacceptably

liberal significance test for the micro-macro effect.

Increasing the sample sizes, the quality of the individual-level scores to

reflect the construct at the group level, or the effect size all lead to increased

power, regardless of the way in which the micro-macro relation is modeled.

On the other hand, the observed type-I error rates do not seem to vary as

a function of the four manipulated factors. The results reported above are

very similar for the Wald and the likelihoodratio test.

Conclusion

Overall the latent class approach obtains unbiased parameters even when

the individual-level scores poorly reflect the (latent) group-level score with

reasonable power and type-I error rate. Aggregation only works with per-

fect (mean aggregation) or good (mode aggregation) indicators, which are

however rather unrealistic conditions in practice. Using disaggregation, the

observed type-I error rates were unacceptable high so this approach should

be avoided anyhow. Since the latent class approach estimates the 1-2 model
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with dichotomous variables better than the other 3 approaches, only this

approach is evaluated in a more complex model.

ADDING A LEVEL-2 PREDICTOR TO THE MODEL

The 1-2 model can be extended to a 2-1-2 model by adding a predictor

Xj at the group level as shown in Figure 2. In the present discussion Xj

is assumed to be dichotomous, but the extension to the general case of Q

response categories or to continuous variables is straightforward.

Figure 2 about here

At the group level two logistic regression equations are defined and a

latent class model is used to link the individual and group level, so that

for dichotomous data the model can be formulated in terms of three logit

regression equations:

Logit(P (ζj = 1|Xj)) = β1 + β2Xj , (8)

Logit(P (Yj = 1|Xj , ζj)) = β3 + β4Xj + β5ζj + β6Xj · ζj , (9)

and
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Logit(P (Zij = 1|ζj)) = β7 + β8ζj , (10)

in which β1, β3 and β7 are intercepts and β2, β4, β5, β6, and β8 slopes.

The regression model for Yj contains the main effects of ζj and Xj and

their mutual interaction effect represented by the product variable Xj · ζj.

Furthermore, ζj itself is regressed on Xj.

The joint probability density of Xj, Zj, Yj, and ζj for an arbitrary group

j is defined as

P (Xj,Zj , Yj , ζj) = P (Xj)P (ζj|Xj)P (Yj|Xj, ζj)P (Zj|ζj) (11)

= P (Xj)P (ζj|Xj)P (Yj|Xj, ζj)
︸ ︷︷ ︸

between







Ij∏

i=1

P (Zij|ζj)







︸ ︷︷ ︸

within

,

while the observed or incomplete data log likelihood function is

logL =
J∑

j=1

log

[ L∑

l=1

[

P (Xj)P (ζj = l|Xj)P (Yj|Xj , ζj = l)
I∏

i=1

P (Zij|ζj = l)
]]

,

(12)

in which L represents the number of latent classes. The likelihood function

can be maximized in the same two ways as described for the 1-2 model in
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Appendix A, namely the ‘persons-as-variables approach’ and the ‘two-level

regression approach’, requiring the data to be appropriately structured. The

model can again be estimated with the Latent GOLD software (Vermunt and

Magidson 2005).

SIMULATION STUDY TO EVALUATE LATENT CLASS APPROACH

IN 2-1-2 MODEL

Aim of the simulation study

The latent class approach, which seems to work well for a simple micro-

macro relation with dichotomous variables, is now evaluated in the slightly

more complex 2-1-2 model. The Monte Carlo simulation study reported in

this section intends to investigate how the bias in parameter estimates, the

type-I error rates, and the power of tests for individual regression coefficients

are influenced by (1) the strength of the true relations, (2) the degree to

which the individual-level scores reflect the latent group-level score, and (3)

the sample sizes at both the individual and group level. As in the previous

simulation study, the significance of the parameters is evaluated with both

Wald and likelihoodratio tests.
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Method

Data are generated according to the 2-1-2 Model shown in Figure 2 and

formally described by Equations 8, 9, and 10. In the population models,

all three main effects at the macro-level were assumed to be either absent

(β = 0), moderate (β = 1) or strong (β = 2) and the interaction effect

between Xj and ζj was either negative (β6 = −1), absent (β6 = 0), or

positive (β6 = 1). The scores on Zij were either poor indicators (β8 = 1),

good indicators ((β8 = 3), or perfect indicators(β8 = 200) of the latent group

score ζj. The number of groups was set to either 40 or 200, and the number

of individuals within a group to either 10 or 40. The intercept values β1 and

β3, and β7 were determined in such a way that the marginal distributions

of Zij , ζj, and Yj were uniform. The marginal probability of Xj was made

uniform. Crossing the 7 factors resulted in 3 × 3 × 3 × 3 × 2 × 2 = 972

conditions.

Again 100 data sets were generated for each condition using Latent GOLD

(Vermunt and Magidson 2005) and the data sets were analyzed with the

latent class approach. Power and observed type-I error rates were determined

for both the Wald and likelihoodratio tests as described in the method section

of the previous simulation study. The power for the main effects of Xj and
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ζj on Yj was only determined in those conditions in which there was no

interaction betweenXj and ζj in the population. In order to assess the (main)

effect of a particular factor in the simulation study, the results obtained in

the different conditions were collapsed over the other factors.

Results

Bias in the parameter estimates

A summary of the estimated effects at the group level is given in Table 4.

Table 4 about here

First, Table 4 indicates that there is some bias in the estimates. Moreover,

the magnitude of the bias seems to be proportional to the value of true

effect since there is no bias when the true effect equals zero. Bias slightly

decreases when the number of groups is increased, but remains about the

same when the number of individuals within a group is increased, or when

the quality of the individual-level scores reflecting the latent group-level score

is improved. The standard deviations of the estimates are quite large and,

consistent with the first simulation study, only increasing the number of

groups reduces the standard deviations. Increasing the number of group
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members and the quality of the indicators have only small effects on the

standard deviations.

Power and observed type-I error rates

The results with respect to power and type-I error rates are summarized in

Table 5.

Table 5 about here

The power of the macro-level effects could be observed in the 646 conditions

in which their was a non-zero effect in the population. The results can be

summarized as follows. First, the power of the test H0 : β2 = 0 for the

main effect of Xj on ζj is larger than 0.70 when the true value of the effect

is strong. When the true effect is moderate, power is above .70 when the

number of groups is 200 but for the other factors the power to detect an

moderate effect of Xj on ζj lies between .26 and .63. The results are similar

for the Wald and likelihoodratio tests. Second, the power to test H0 : β4 = 0

for the main effect of Xj on Yj and the power of the test H0 : β5 = 0 for

the main effect of ζj on Yj are above .70 when the true effects are strong

except for β5 = 2 with 40 groups. Moderate main effects can again only be

detected with sufficient power when the number of groups is 200. For the
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other factors the power to detect moderate main effects lies between .22 and

.61 and although the obtained power is a little larger with a likelihood ratio

test compared to a Wald test, the difference is rather small. Third, the power

of the test H0 : β6 = 0 for the interaction effect of Xj and ζj on Yj is very

low but higher for the likelihood ratio test than for the Wald test, especially

when there are only 40 groups. For the Wald test the power to detect an

interaction effect lies between .02 and .30 while for the likelihood ratio test

power lies between .11 and .32.

The observed type-I error rates could be evaluated in the 324 conditions

in which the macro-level effect was absent. As before, the type-I error rate

was expected to lie between 0.02 and 0.09. This was indeed the case except

that the observed type-I error rates were too low for the test of β6 when

determined with a Wald test in the conditions with 40 groups. The observed

type-I error rates seem to be independent of the manipulated factors. Within

acceptable boundaries, the Wald test seems to be slightly too conservative

while the likelihood ratio test seems to be slightly too liberal.
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Conclusion

From this second simulation study it can be concluded that the latent class

approach produces almost unbiased parameters in the 2-1-2 model but stan-

dard deviations are quite high and can be reduced by using a large number

of groups. Especially for the interaction effect, the power is low in most

conditions but can be improved by using a likelihoodratio test instead of a

Wald test. The type-I error rates seem correct with both the Wald and the

likelihood ratio tests.

EMPIRICAL DATA EXAMPLE

The discrete latent variable approach is illustrated with an empirical ap-

plication on data from personal networks, in which individuals (egos) are

interviewed together with persons from their network (alters). Up till now

only research questions could be answered when the dependent variable was

defined at the lowest level of the alters or ties (van Duijn, Busschbach, and

Snijders 1999; Snijders et al. 1995). The latent variable approach allows to

answer research questions with a dependent variable at the higher ego-level,

so providing new possibilities for investigating a broad range of research

questions in studies of personal networks. More specifically, in the current
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example the effect of belonging to a particular type of personal network on

the behavior of the ego himself is explored.

Data and conceptual model

The data come from the ’Netherlands Kinship Panel Study’ (NKPS), which is

a large-scale database on Dutch families that yields information for individ-

ual respondents (the egos) and some of their family members and friends

(the alters). The data are publicly available and can be retrieved from

http://www.nkps.nl. For the present example, data were available for 8161

egos with maximally six alters nested within each ego: the parents in law,

two siblings, two children, and a friend.

Kalmijn and Vermunt (2007) used the same data to investigate whether

selection in networks is based on age and marital status, but in the present

paper a different perspective is chosen. Instead of expecting that persons

choose the persons in their network based on their marital status, we suppose

that egos are members of a network in which either many or few people are

married. The latent variable ζj then represents latent class membership of

an ego’s network: ζj = 0 if the ego belongs to a network in which few

members are married versus ζj = 1 if the ego belongs to a network in which
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many members are married. The marital status of the alters, Zij = 0 for

unmarried alters and Zij = 1 for married alters, are taken as exchangeable

indicators of the type of network an ego belongs to. The dependent level-2

variable in this analysis is the dichotomous variable Yj indicating whether an

ego is married or not: Yj = 0 if the ego is not married versus Yj = 1 if the ego

is married. The religiosity of the ego, Xj = 0 if ego j is not religious, Xj = 1

if ego j is religious, is treated as the level-2 explanatory variable that affects

the probability of an ego to belong to a particular type of network. Eggebeen

and Dew (2009) already pointed out that religion is a very important factor

in family formation during young adulthood. In the present analysis it is

expected that non-religious persons rather belong to the latent class with few

married members than to the class with many married members. For religious

people, we expect the opposite. Furthermore, we allow for an interaction

effect of type of network and religiosity on the dependent variable, implying

that the effect of the network on being married can be different for religious

and not-religious) persons. The model as formulated here can be extended

in several ways. First, the exchangeability assumption, stating that all alters

are equivalent indicators of the type of network, can eventually be relaxed

if the parents in law, siblings, children, and friend to the network provide
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(partly) different network information. Second, if necessary, a model with

more than two latent classes at the network level could be considered. These

extensions will not be further discussed here.

Method

The model, shown in Figure 2, is defined by Equations 8, 9, and 10 and the

model parameters can be estimated with the software package Latent GOLD

(Vermunt and Magidson 2005) by applying either the ‘two-level regression’

or the ‘persons as variables approach’ as described in Appendix B.

Results

Since the ’persons as variables approach’ and the ‘two-level regression ap-

proach’ yield the same results, only the results of the ‘two-level regression

approach’ are presented here. Looking at the regression coefficients in Ta-

ble 6, it can be seen that the Wald tests for all slopes coefficients are signif-

icant at at least the 5%-level, except the main effects of Xj and ζj on the

level-2 outcome variable Yj. Their interaction effect, however, is significant.

Table 6 about here

By substituting the estimated parameter values in the logit regressions equa-
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tions 8, 9, and 10 and transforming them into the probability scale, the

probabilities as given in Table 7(a), 7(b), and 7(c) are obtained.

Table 7 about here

As can be seen from Table 7(a), alters in the two network classes have

a probability of being married of 0.43 and 0.60, respectively. So, the latent

classes can be interpreted in terms of the egos belonging to a network with

either a minority or a majority of married persons.

Second, Table 7(b) indicates that when an ego is not religious, the prob-

ability of having a network in which the majority of the persons is married

is 0.79 while it is 0.49 for an ego that is religious.

Third, Table 7(c) shows that the probability of an ego being married

depends on whether he is religious or not, and on the type of network the

ego belongs to. The egos that are religious and have a network of mostly

married persons, have the highest probability of being married (0.99) whereas

for egos that are not religious and have a network of mostly married persons

that probability is equal to 0.31. The egos that are not religious and have

a network in which a minority is married, and the egos that are religious

and have a network in which a minority is married have both a very low

probability of being married themselves (0.02 and 0.01, respectively). So,
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the positive effect of belonging to a married network on the probability of

being married is much stronger for religious persons than for non-religious

persons.

Conclusion

An interesting thing emerging from this analysis is the strong interaction

effect of religiosity and latent class membership at the network level, showing

that the positive effect of having a married network on the probability of

being married is stronger for religious persons compared to non religious

persons. Contrary to our expectations, religiosity has a negative affect (β̂2 =

−1.39) on the probability of belonging to a network with many married

people. Table 8(a) also confirms that non-religious people have a probability

of .79 of belonging to a network with many married people, whereas for

religious people this probability is only .49. We have no clear-cut explanation

for this counter-intuitive result.

DISCUSSION

Although a wide variety of research questions in the social and behavioral

sciences involve micro-macro relations, specific methods to analyze such re-
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lationships are not yet fully developed. The current article is contributing to

this development by showing how a latent variable approach which was orig-

inally proposed for continuous outcomes (Croon and van Veldhoven, 2007)

can be modified for the application to discrete outcomes.

We showed that, in a simple 1-2 model, the latent variable approach out-

performs more traditionally aggregation and disaggregation strategies with

respect to bias with reasonable power and correct observed type-I error rates.

In a more complex 2-1-2 model, there is small bias and standard deviations

are a little higher. These can be reduced by using a larger number of groups.

Power is acceptable for the main effects but relatively low for the interac-

tion effect. The latter might be due to general power problems associated

with detecting interaction effects by including product terms in the regres-

sion equation (McClelland and Judd 1993; Whisman and McClelland 2005).

Using a likelihood ratio test instead of a Wald test increases power. Ob-

served type-I error rates are correct although. Overall, the latent variable

approach seems to work well for analyzing micro-macro relations with dis-

crete variables and this enables investigating research questions that could

not be addressed appropriately before.

The current research was restricted to models with only one lower-level
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predictor. Further research should be devoted to models with multiple level-1

variables. In this context it might be more practical to use 3-step estimation

procedures as described by Bakk, Tekle and Vermunt (in press), instead of

the currently suggested 1-step estimation procedure. Furthermore, in the

current article the focus was set at two-level situations in which the predic-

tors and outcome variable were observed variables. It would be interesting

to explore the possibilities to extend the model to the situation in which

the outcome variable and/or predictors are latent constructs measured with

multiple indicators.
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A TWO EQUIVALENT ESTIMATION PRO-

CEDURES

This appendix shows how the likelihood function of the 1-2 model as defined

in Equation 4 can be constructed in two equivalent ways, that is, with the

‘two-level regression approach’ and with the ‘persons as variables approach’

(Curran 2003; Metha and Neale 2005).

Two-level regression

The ‘two-level regression approach’ is illustrated in Figure 1. In practice, the

group-level variables are treated as individual-level variables but the group-

level score of a particular group is assigned to a single individual from that

group, while the scores of the other individuals within that group on this

variable are defined as missing. Note that this is not the same as disaggre-

gating the group-level variable since that would come down to assigning the

group score to each and every group member. Since the individuals within

the same group are exchangeable, it does not matter to which individual the

group-level score is assigned, but for convenience it will be assumed here that

assignment is to the first individual in a group.
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The data are stored in a long file in which each row of the data matrix

corresponds to an individual, but an additional group identification variable

is defined that indicates to which group an individual belongs. The group-

level outcome defined as an individual-level variable is denoted by Y ∗

ij , so

that Y ∗

ij = Yj for i = 1, and Y ∗

ij is missing for i 6= 1. The variables originally

measured at the individual level are simply reproduced in the data matrix.

Table 8 provides an example data matrix with three groups, the first two

groups consisting of three individuals, and the third group of two individuals.

Table 8 about here

The joint density of Zj, Y
∗

j and ζj equals

P (Zj,Y
∗

j , ζj) = P (ζj)







Ij∏

i=1

P (Zij|ζj)P (Y ∗

ij |ζj)






(13)

= P (ζj)







Ij∏

i=1

P (Zij|ζj)













Ij∏

i=1

P (Y ∗

ij |ζj)







= P (ζj)







Ij∏

i=1

P (Zij|ζj)






P (Y ∗

1j|ζj)







Ij∏

i=2

P (Y ∗

ij |ζj)







Aggregating over the missing values Y ∗

2j, Y
∗

3j, ..., Y
∗

Ijj
in applying full informa-

tion maximum likelihood yields
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P (Zj, Y
∗

1j , ζj) = P (ζj)







Ij∏

i=1

P (Zij|ζj)






P (Y ∗

1j|ζj)







Ij∏

i=2

∑

Y ∗

ij

P (Y ∗

ij |ζj)







= P (ζj)







Ij∏

i=1

P (Zij|ζj)






P (Y ∗

1j|ζj) (14)

The latter simplification follows from the fact that
∑

Y ∗

ij
P (Y ∗

ij |ζj) = 1.

Since Y ∗

1j = Yj, this is equivalent to the log likelihood described Equation 4.

Persons as variables

The ‘persons as variables approach’ is illustrated in Figure 3 for the case that

each group consists of maximum three members.

Figure 3 about here

Each of the three individuals within a group defines a different variable at

the group level and as a consequence, there are as many ‘person variables’ as

there are individuals in the groups. A separate equation is needed to describe

the relationship between each ‘person variable’ and ζj. Since the individu-

als from the same group are assumed to be exchangeable, the relationships

between the different ‘person variables’ and ζj are required to be completely

identical. As a consequence of these exchangeability constraints, it does not
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matter who is assigned to Z1, who to Z2, etc.. This approach can still be

applied with unequal group sizes: the number of ‘person variables’ needed

then is equal to the largest group size, and smaller groups have missing scores

on the non used ‘person variables’. In this way, the log likelihood described

Equation 4 is obtained.

The ‘persons as variables approach’ requires the data matrix to be struc-

tured in a wide file format in which each of the rows represent a group, while

its columns correspond to the persons variables as defined above. As an ex-

ample Table 9 shows the data matrix with three groups, the first two groups

consisting of three individuals, and the third group of two individuals.

Table 9 about here

B LATENT GOLD SYNTAX EMPIRICAL

EXAMPLE

This appendix explains how the 2-1-2 model from the Latent GOLD software

(Vermunt and Magidson 2005) by either the ‘persons as variables approach’ or

the ‘ two-level regression approach’. Estimation by the ‘two-level regression

approach’ requires that the data are structured in a long file format with
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8161 (# level-2 units) × 6 (# level-1 units) = 48966 rows. An indicator

variable egoid is needed for identifying the different egos within which the

alters are nested.

The relevant parts of the syntax for this approach are:

options

bayes categorical=1

missing includeall;

variables

caseid egoid;

dependent z nominal, y nominal;

independent x nominal;

latent zeta nominal 2;

equations

zeta <- (b1)1 + (b2)x;

y <- (b3)1 + (b4)x + (b5)zeta + (b6)x*zeta;

z <- (b7)1 + (b8)zeta;

In the options section of syntax, all default settings can be accepted with

two exceptions. First, bayes categorical=1 is declared to prevent bound-
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ary solutions. Second, by default Latent GOLD applies list-wise deletion of

cases with missing data. For obtaining maximum likelihood estimates with

missing data, missing includeall should be declared. In the variables

section the egoid variable should be defined as the caseid. In the same

section a list of the dependent, independent, and latent variables should be

provided. For nominal latent variables, the number of latent classes is spec-

ified after the definition of the scale type. The regression equations defining

the model are formulated in the equations section of the syntax.

When the same model is estimated with the ‘persons as variables ap-

proach’, the results will be the same but the data file is constructed as a

wide file with 8161 (level-2 units) rows corresponding to the different egos

and with the columns corresponding to the variables defined on the egos

and their alters. A separate equation has to be specified for each alter as

shown in the part of the syntax that differs from the syntax of the ‘persons

as variables’ approach:

variables

dependent z1 nominal, z2 nominal, z3 nominal,

z4 nominal, z5 nominal, z6 nominal,

y nominal;
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independent x nominal;

latent zeta nominal 2;

equations

zeta <- (b1)1 + (b2)x;

y <- (b3)1 + (b4)x + (b5)zeta + (b6)x*zeta;

z1 <- (b7)1 + (b8)zeta;

z2 <- (b7)1 + (b8)zeta;

z3 <- (b7)1 + (b8)zeta;

z4 <- (b7)1 + (b8)zeta;

z5 <- (b7)1 + (b8)zeta;

z6 <- (b7)1 + (b8)zeta;

To establish that the alters are exchangeable indicators of the latent vari-

able at the ego-level, the regression coefficients are restricted to be equal

using the arbitrary chosen value labels (b7) for the intercepts and (b8) for

the indicator loadings. It is also possible to substitute the last six equations

by z1-z6 <- (b7)1 + (b8)zeta.
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Table 1: Measurement model

ζj = continuous ζj = discrete

Zij = continuous linear factor model latent profile model

Zij = discrete item response model latent class model
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Table 2: Mean and standard deviations of estimates of micro-macro relation-

ship estimated with latent class approach, mean aggregation, mode aggrega-

tion, and disaggregation, after collapsing

Latent class Mean aggregation Mode aggregation Disaggregation

β4 b̄4(S̄D) b̄6(S̄D) b̄8(S̄D) b̄10(S̄D)

L2 = 40 0 0.00(0.79) 0.05(1.25) 0.00(0.64) -0.01(0.43)

1 1.06(0.77) 1.61(1.25) 0.92(0.63) 0.65(0.42)

2 2.18(0.84) 3.41(1.45) 1.87(0.70) 1.29(0.48)

L2 = 200 0 0.01(0.32) 0.03(0.50) 0.01(0.28) 0.00(0.19)

1 1.01(0.33) 1.58(0.56) 0.91(0.28) 0.64(0.19)

2 2.02(0.38) 3.18(0.62) 1.79(0.31) 1.23(0.20)

L1 = 10 0 0.02(0.61) 0.04(0.76) 0.03(0.46) 0.01(0.32)

1 1.08(0.60) 1.38(0.80) 0.88(0.44) 0.66(0.30)

2 2.13(0.65) 2.79(0.86) 1.71(0.48) 1.26(0.33)

L1 = 40 0 -0.01(0.50) 0.03(0.99) -0.01(0.46) -0.02(0.30)

1 0.99(0.50) 1.81(1.00) 0.96(0.48) 0.63(0.30)

2 2.07(0.56) 3.79(1.20) 1.96(0.53) 1.27(0.35)

β2 = 1 0 0.04(0.74) 0.14(1.47) 0.05(0.46) 0.01(0.16)

1 1.05(0.74) 2.25(1.55) 0.71(0.47) 0.23(0.16)

2 2.21(0.78) 4.79(1.79) 1.43(0.49) 0.47(0.14)

β2 = 3 0 0.00(0.47) 0.00(0.71) 0.00(0.47) 0.00(0.31)

1 1.02(0.46) 1.50(0.70) 1.00(0.45) 0.65(0.29)

2 2.07(0.50) 3.06(0.77) 2.03(0.49) 1.24(0.27)

β2 = 200 0 -0.02(0.45) -0.02(0.45) -0.02(0.45) -0.02(0.46)

1 1.03(0.46) 1.03(0.46) 1.03(0.46) 1.05(0.47)

2 2.03(0.54) 2.03(0.54) 2.03(0.54) 2.07(0.60)
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Table 3: Power and observed type-I error rates of micro-macro relationship

estimated with latent class approach, mean aggregation, mode aggregation,

and disaggregation, after collapsing

Latent class Mean aggregation Mode aggregation Disaggregation

P (H0 rejected) P (H0 rejected) P (H0 rejected) P (H0 rejected)

β4 Wald LR Wald LR Wald LR Wald LR

L2 = 40 0 .04 .05 .04 .05 .03 .04 .43 .43

1 .24 .28 .25 .29 .25 .27 .71 .71

2 .72 .78 .74 .78 .74 .76 .93 .93

L2 = 200 0 .05 .06 .05 .06 .05 .06 .41 .41

1 .86 .87 .84 .85 .85 .85 .93 .93

2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

L1 = 10 0 .03 .05 .04 .05 .04 .05 .30 .30

1 .50 .54 .51 .53 .51 .52 .77 .77

2 .81 .87 .85 .88 .83 .85 .94 .94

L1 = 40 0 .06 .06 .05 .06 .05 .06 .54 .54

1 .60 .61 .58 .60 .59 .60 .87 .87

2 .90 .91 .89 .90 .90 .90 .99 .99

β2 = 1 0 .04 .06 .04 .05 .04 .04 .18 .18

1 .40 .45 .41 .43 .40 .42 .59 .60

2 .73 .82 .77 .81 .76 .77 .90 .90

β2 = 3 0 .05 .06 .06 .06 .05 .06 .48 .48

1 .61 .62 .59 .62 .61 .62 .92 .92

2 .94 .95 .94 .95 .95 .95 1.00 1.00

β2 = 200 0 .04 .05 .04 .05 .04 .05 .60 .60

1 .64 .65 .64 .65 .64 .65 .95 .95

2 .89 .91 .89 .91 .89 .91 1.00 1.00
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Table 4: Mean and standard deviations of estimates of group-level effects

2-1-2 Model estimated with latent class approach, after collapsing

β2 b̄2(S̄D) β4 b̄4(S̄D) β5 b̄5(S̄D) β6 b̄6(S̄D)

L2 = 40 0 0.00(0.75) 0 -0.02(1.40) 0 -0.03(1.47) -1 -1.23(2.10)

1 1.05(0.78) 1 1.15(1.48) 1 1.19(1.52) 0 -0.03(2.15)

2 2.08(0.86) 2 2.38(1.60) 2 2.35(1.64) 1 1.17(2.30)

L2 = 200 0 0.00(0.32) 0 -0.02(0.53) 0 -0.01(0.55) -1 -1.05(0.80)

1 1.01(0.34) 1 1.02(0.54) 1 1.03(0.57) 0 0.01(0.82)

2 2.03(0.37) 2 2.06(0.60) 2 2.09(0.63) 1 1.07(0.92)

L1 = 10 0 0.00(0.58) 0 -0.02(1.01) 0 -0.02(1.09) -1 -1.14(1.55)

1 1.04(0.61) 1 1.08(1.07) 1 1.12(1.12) 0 0.00(1.58)

2 2.06(0.67) 2 2.20(1.14) 2 2.21(1.21) 1 1.12(1.72)

L1 = 40 0 -0.01(0.49) 0 -0.03(0.92) 0 -0.02(0.94) -1 -1.14(1.35)

1 1.02(0.51) 1 1.09(0.95) 1 1.11(0.97) 0 -0.03(1.38)

2 2.05(0.57) 2 2.24(1.05) 2 2.23(1.07) 1 1.13(1.50)

β8 = 1 0 0.00(0.68) 0 -0.02(1.12) 0 0.02(1.24) -1 -1.17(1.77)

1 1.06(0.70) 1 1.11(1.17) 1 1.17(1.27) 0 -0.04(1.80)

2 2.07(0.75) 2 2.22(1.24) 2 2.26(1.35) 1 1.10(1.92)

β8 = 3 0 -0.01(0.47) 0 -0.03(0.90) 0 -0.04(0.91) -1 -1.12(1.29)

1 1.02(0.49) 1 1.08(0.93) 1 1.07(0.92) 0 0.01(1.34)

2 2.04(0.55) 2 2.22(1.03) 2 2.20(1.05) 1 1.14(1.47)

β8 = 200 0 -0.01(0.46) 0 -0.02(0.88) 0 -0.03(0.89) -1 -1.12(1.29)

1 1.02(0.49) 1 1.07(0.93) 1 1.09(0.94) 0 -0.01(1.31)

2 2.04(0.55) 2 2.22(1.03) 2 2.20(1.02) 1 1.12(1.45)
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Table 5: Power and observed type-I error rates of group-level effects 2-1-2

Model with Wald test and Likelihood ratio test, after collapsing

P (H0 rejected) P (H0 rejected) P (H0 rejected) P (H0 rejected)

β2 Wald LR β4 Wald LR β5 Wald LR β6 Wald LR

L2 = 40 0 .04 .05 0 .03 .06 0 .03 .07 -1 .04 .12

1 .26 .30 1 .26 .29 1 .22 .29 0 .01 .06

2 .73 .78 2 .72 .73 2 .61 .69 1 .02 .11

L2 = 200 0 .05 .06 0 .05 .05 0 .05 .05 -1 .30 .32

1 .87 .88 1 .87 .86 1 .80 .81 0 .05 .06

2 1.00 1.00 2 1.00 .99 2 .99 .99 1 .24 .28

L1 = 10 0 .04 .05 0 .04 .06 0 .04 .07 -1 .15 .20

1 .52 .55 1 .54 .54 1 .46 .52 0 .03 .06

2 .82 .86 2 .84 .83 2 .75 .81 1 .11 .17

L1 = 40 0 .05 .05 0 .04 .06 0 .04 .06 -1 .19 .24

1 .61 .62 1 .59 .60 1 .55 .58 0 .03 .06

2 .91 .92 2 .88 .89 2 .85 .88 1 .15 .21

β8 = 1 0 .04 .06 0 .04 .06 0 .03 .07 -1 .11 .17

1 .46 .51 1 .52 .52 1 .39 .46 0 .02 .06

2 .75 .82 2 .82 .79 2 .66 .75 1 .08 .14

β8 = 3 0 .05 .05 0 .05 .06 0 .04 .06 -1 .20 .24

1 .62 .63 1 .58 .60 1 .57 .59 0 .03 .06

2 .92 .93 2 .88 .90 2 .87 .89 1 .16 .22

β8 = 200 0 .05 .05 0 .04 .05 0 .04 .06 -1 .20 .25

1 .62 .63 1 .59 .61 1 .57 .59 0 .03 .06

2 .92 .92 2 .88 .90 2 .87 .89 1 .16 .22
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Table 6: Regression coefficients empirical example

Independent variable β SE

Dependent variable: network ego

Intercept (β1) 1.34** 0.32

Religion ego (β2) -1.39** 0.38

Dependent variable: married ego

Intercept (β3) -4.17* 2.10

Religion ego (β4) -0.73 2.00

Network ego (β5) 3.38 2.12

Religion ego * Network ego (β6) 5.88* 2.11

Dependent variable: married alter

Intercept (β7) -0.28** 0.07

Network ego (β8) 0.69** 0.07

* p < .05, ** p < .01
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Table 7: Estimated probabilities empirical data example

(a)

network ego P(married alter = 1 | network ego) (SE)

0 .43 (0.017)

1 .60 (0.004)

(b)

religion ego P(network ego = 1 | religion ego) (SE)

0 .79 (0.053)

1 .49 (0.033)

(c)

religion ego network ego P(married ego = 1 | religion ego, network ego) (SE)

0 0 .02 (0.032)

0 1 .31 (0.032)

1 0 .01 (0.016)

1 1 .99 (0.008)
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Table 8: Example data matrix ‘two-level regression approach’

Groupid Y ∗

ij Zij

1 Y1 Z11

1 . Z21

1 . Z31

2 Y2 Z12

2 . Z22

2 . Z32

3 Y3 Z13

3 . Z23
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Table 9: Example data matrix ‘persons as variables approach’

Yj Z1j Z2j Z3j

Y1 Z11 Z21 Z31

Y2 Z12 Z22 Z32

Y3 Z13 Z23 .
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Figure 1: 1-2 Model
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Figure 2: 2-1-2 Model
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Figure 3: Persons as variables approach


