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Introduction

• LC model probabilities are typically modelled using a (multinomial) 
logistic regression parameterization.

• In Latent GOLD these appear in the Parameters output.

• In this video I will explain:
• why we use this parameterization

• how the logit parameters are related to the probabilities appearing in Profile

• how to interpret these parameters depending on the coding used
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Why using this logistic parameterization?

• ML estimation is much easier without range constraints: logit 
parameters can take on values between minus and plus infinity, while 
probabilities are restricted to be between 0 and 1.

• Inference (z-tests and Wald tests) for unbounded parameters are 
more reliable.

• It allows for interesting extensions, such as models with local 
dependencies, models for ordinal indicators, models with multiple 
latent variables, and mixture regression and mixture growth models.
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Logit equation for response probabilities

• is the intercept parameter for a category of item j

• is the slope parameter of class c for a category of item j
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Logit equation for class proportions

• In a simple LC model this equation contains only the intercepts 

• However, more extended models may include covariates affecting  
the classes, or multiple latent variables affecting one another
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Parameters under effect & dummy coding
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Computation of Profile using Parameters

• Effect coding

• Dummy first coding 
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Final remarks

• In simple applications on LC analysis, you don’t need to worry about 
the logit parameters. Looking at Profile suffices.

• However, for extensions of the basic model, we need the logistic 
parameterization.

• Profile output is directly linked to the logit parameters.

• Under effect coding, the parameters indicate whether particular 
indicator-cluster combinations are more (or less) likely than average.

• Under dummy coding, the parameters are log-odds ratios. These can 
be exponentiated to obtain odds-ratios.
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